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Why Open-Source FinGPT?

Data Perspective:

> Witnessing a shifting trend towards democratizing Internet-scale financial data

> Promoting quality of financial data in a collaborative way, crucial for accurate modelling

> Sharing the understandings of financial data, crucial for events

Model Perspective:

> Directly applying general-purpose LLMs to finance may lead to sub-optimal or even
contradictory results.

> Example: A layoff, negative to the public, may result in market going up (positive to
investors)

Wall Street cannot open-source LLMs nor open APIs, due to FinTech institutes' internal

regulations and policies.

2 | FinGPT: Open-Source Financial Large Language Models Al4Finance @



Financial Innovation through Al and Open-Source Collaboration

Our mission emphasizes the promotion of standardized practices and the development of open-

source resources, benefiting both the research community and industry professionals.

Short-term Goal:
» We aim to foster their adoption across the open-source finance ecosystem, provide ongoing
maintenance and bug fixes for mature environments, and integrate more key open-source

projects into our portfolio, elevating them to our standards of maturity.

Long-term Goal:
» Offer enhanced standardization tools for professionals engaged in applied financial tasks. This
includes developing resources akin to a standardized API for financial environments, as well as

broadening our suite of open-source tools beyond the foundational layers.
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Lowering the Cost of Training Domain-Specific LLMs

GPT-3 Gopher MT-NLG PaLM
(OpenAl) (Google (Microsoft/Nvidi (Google
Cost Estimation for GPT-3 Training & BloombergGPT DeepMind) a) Research)
Model Parameters 175B 280B 530B 5408
* GPT-3 (175B) Estimated Cost: According to FLOPs/Token/Model Parameter 6
.. . TPUs/Machine 4
OneFlow, training GPT-3 once costs approximately Peak FLOPS/TPU 275T
. FLOPS Utilization 46.20%
$1 .398 million. Cost/Machine/Hour(1-year $8.12
. reserved) '
* BloombergGPT (50B) Estimated Cost: 512 GPUs for  seconds/Hour 3600
5 Training Cost/1000 Tokens $0.0047 $0.0075 $0.0141 $0.0144
53 days, 24 hours a day = 651,264 GPU hours. With Train Tokens 3008 3008 2708 2808
Training Cost $1,398,072 $2,236,915 $3,810,744 $11,216,529

$4.1 per hour for an A100 GPU, the total cost is

approximately $2,670,182.40. Cost-Effective Strategies: Training smaller models can

Scaling Down: Training a 17.5B Domain-Specific Model
* Between $140k - $890k based on the above

significantly reduce costs while maintaining efficacy.
For FinGPT: We use LoRA + open-source LLMs

estimated only for the GPU cost per training * Example: Llama2-14B + LoRA cost about $65.6 (One
* At least one million dollar cost to train a domain- A100 16 hours)

specific LLM (GPU + Data + Manpower) «  Lower cost: $1,000,000 -> $65.6
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Challenges of Handling Financial Data

High Temporal Sensitivity:

> Financial data are characterized by their time-sensitive nature

> Market-moving news provides a narrow window for investors to capture alpha signal
High Dynamism:

> Constant state of flux due to deluging of news, social media updates, etc.

> Retraining LLMs frequently is expensive and impractical

Low Signal-to-Noise Ratio (SNR):

> Financial data often contain a significant amount of irrelevant or noisy data

> Extracting valuable insights is labor-intensive
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Key Features of FinGPT

Which data to train? Democratizing Internet-scale

Financial Data & Data-centric design of data curation

pipeline

How to train? Instruction Tuning Paradigm & Retrieval
Augmented Generation (RAG)

How to train efficiently? Low-rank Adaptation (LoRA,
QLOoRA).
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FinGPT Framework

FinGPT An End-to-End Framework
A Robo-advisor Financial ?entimem Cl’nrtfﬂlin Risk Qu;nl:llalive Dl‘n\;'-(fnde L4 Applications Iayer: ShoWCaSin g praCtiCaI app Iication S
w Analysis imizati M: rading evelopment
S Applications £SG i e Detecton Credit Financial M&A Other and demos, this Iayer hi g hi Ig hts the potentia I ca pa bil |ty
Scoring Scoring Education Forecasting Applications
Summarization R Nam?c}-enlily‘ Information Extraction Sentiment Analysis Of FI n G PT n th e fl nance SeCtor
G Tasks ecognition (NER)
§ Data Analysis Numerical Reasoning Terminology Understanding Intent Detection ®* Tas kS L ayer: t h e f un d amenta | tas k s tas k sserve ast h e
Prompt Engineering LLMAPIs Trainable Models Fine-tuning Methods .
Retrieval- ChatGPT GPT 4.0 Llama2 ChatGLM2 Low-rank Adaptation (LoRA), be nc h ma rkS for pe rfo rmance eva I uations an d Cross-
Cloud T Augmen(t:e:\(ae)nerntwn |$ <:| QLoRA . . )
S, — — e e Reinforcement Learning on Stock Other com p arisons in th erea I m Of F In L LM S.

A Chain-of-Thought ChatGLM Bard Falcon InternLM Prices (RLSP) Systems .
z & ® LLMs Layer: On the LLMs layer, FinGPT focuses on a
= s ata Cleanin, Tokenization Stemn‘ling. feature Extraction ata Augmentation . H . H
E Engineering P Clenning et Lemmatization oot Bt puta fusmentat range of fine-tuning methodologies, this layer takes care
1 O ORI Rt Sorage Db g of the highly dynamic nature of financial data, ensuring
B . " Yahoo ? )
M e A g ONPC e the model's relevance and accuracy

Soctal | ter Weibo Reddit | o —

Media _ = . .

Data Souree _ - * Data Engineering & Data Source Layer: tackles the
Filings SEC NYSE NASDAQ s Real-time data pipeline
sl . . e
venss [ N B Streaming Data inherent challenges of high temporal sensitivity and low
e e signal-to-noise ratio in financial data
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Our Solution: Data Curation Pipeline

financial data from the Internet, with 34 financial data sources and the corresponding code.

FinGPT-FinNLP: Data-Centric Design of Data Curation Pipeline

Challenges: Diverse Data Sources, Data Quality Issues, High Time-Validity

Contributions: An open-source and data-centric framework, automating the collection and curation of real-time

News

| Yahoo Finance | [ Reuters | [ SeekingAlpha | | PennyStocks | [ MarketWatch |[ CNBC |

|  TheFly | | TalkMarkets | [ Alliance News | | GuruFocus | [ InvestorPlace || TipRanks |

|  Finnhub | [  Akshare || Eastmoney || SeekingAlpha || Sina || Tushare |
Social Media Fillings Reseach Datasets

| Twitter | | Reddit | | Weibo | [ Xuegiu |[|[  Juchao |||[ Ashare | [ CHRNN | [ FiQA

| StockTwits | | Eastmoney | Facebook ||[[  sEC || |[Stocknet | | Trade The Event | | FPB

Financial Data Downloader

from finnlp.data_sources.news.finnhub_date_range import Finnhub_Date_Range
downloader = Finnhub_Date_Range(config)
downloader.download_date_range_stock(start_date,end_date)
downloader.gather_content()
df = downloader.dataframe
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Feature Engineering

Fundemental Features Market Features Analytics Features Alternative Features

Open-High-Low-Close-
Volume

Social Media,

Financial Ratios, Assets,

Liabilities, Sales News Sentiment

ESG, Google Trends

Data Cleaning

Remove duplicates Handle missing data Merge different data tables

Data Accessing

Data Sources

Eostock
(7 JointQuant
niceQuant
-ijshare

E(Share age
ﬁdatapy

1 quarter

1 day
1 minute

1 second

1 millisecond

Forex
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* US

# Finnhub (Yahoo Finance, Reuters, SeekingAlpha, CNBC...)
from finnlp.data_sources.news.finnhub_date_range import Finnhub_|

start_date = "2023-01-01"
end_date = "2023-01-03"

config = {
"use_proxy": "us_free", # use proxies to prvent ip blockil
"max_retry": 5,

"proxy_pages": 5,

"token": "YOUR_FINNHUB_TOKEN" # Available at https://finnhu

news_downloader = Finnhub_Date_Range(config)
news_downloader.download_date_range_stock(start_date,end_date)
news_downloader.gather_content()

df = news_downloader.dataframe

selected_columns = ["headline", "content"]
df[selected_columns].head(10)

headline

My 26-Stock $349k Portfolio Gets A Nice Petrob...
Apple’s Market Cap Slides Below $2 Trillion fo...
US STOCKS-Wall St starts the year with a dip; ...
Buy 4 January Dogs Of The Dow, Watch 4 More Home\nDi
Apple's stock market value falls below $2 tril...
CORRECTED-UPDATE 1-Apple's stock market value ...

Apple Stock Falls Amid Report Of Product Order...

US STOCKS-Wall St starts the year with a dip; ...

More than $1 trillion wiped off value of Apple...
McLean's Iridium inks agreement to put its sat...

H R OH R B H R R RH
©o0O~NOU A WNRS

FinGPT-FinNLP: Data-Centric Design of Data Curation Pipeline

Date_Range

ng

b.io/dashboard

# init
# Download headers
# Download contents

content

Home\nInvesting Strategy\nPortfc
Error

(For a Reuters live blog on U.S.
vidends\nDividend Quick Picks\nE
Jan 3 (Reuters) - Apple Inc's \r
Jan 3 (Reuters) - Apple Inc's \r
Apple stock got off to a slow si
Summary\nCompanies\nTesla shares
apple store\nMore than $1 trill:
The company hasn't named its pat

A

l4Finance




FinGPT-Benchmark: Instruction Tuning Paradigm for Financial Data

Current limitation: Focused on Single-Task Instruction Tuning

Our Solution: Expanding Instruction Tuning Paradigm on Task-Specific, Multi-Task, and Zero-Shot Tuning
Contributions: An Instruction Tuning paradigm, specifically tailored for open-source Large Language Models

(LLMs) in the financial sector. Promotion of openness and reproducibility.

Tasks Instruction Construction Base Instruction Tuning Paradigm
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ N
. . . Models ! Step 1: Task-Specific Instruction Tuning !
" What is the sentiment of this news? Please H B |
Sentlme.nt SA choose an answer from {negative /neutral / ! ase H Respond1 ‘ :
Analysis 20 Model !
J positive}. I 1
0 Base i
Headline Does the news headline talk about price going || Task2 Model Respond2 | |
up? Please choose an answer from {Yes / No}. ChatGLM i B i
1 ase 1
Analysis Given options of entity types, please find all the 2 i Respond3 i
entities associated with them in the input text. Lo oo m e
NER . . S I N
answer with format "entityl: typel; entity2:
type2". BLOOM Step 2: Multi-Task Instruction Tuning
Given phrases that describe the relationship
between two words/phrases as options, extract
the word/phrase pair and the corresponding Base
Rel: RE lexical relationship between them from the Falcon Model
Extraction input text. The output format should be
"relation: wordl, word2; relation2: word3, || | | | L—"wJ t——
word4".
i i £ *Bank’ in the i Step 3: Instruction Tuning for Zero-shot Ability |
NER (CLS) NER What is the entity ty.pe of ’Bank’ in the.: input 0 P 5: 4 Y
sentence?<span Options: person, location, 1 !
(CLS) RN | Respondl | |
organization.</span i Base |
I Model i
- Utilize the input text as a context reference, Qwen : Respond2 :
Relation Extr RE choose the right relationship between *Apple Inc’ 1 L
action (CLS) (CLS) | | and ’Steve Jobs’ from the options. Options':' . i Respond3 | |
. industry, founded by, owner of, currency... . H Model 1
. - = | | T e _____ )
.

10| FinGPT: Open-Source Financial Large Language Models

Al4Finance




FinGPT-Benchmark: Single-Task Tuning

Data: https://huggingface.co/datasets/FinGPT/fingpt-sentiment-train

Model: https://huggingface.co/FinGPT/fingpt-sentiment_internlm-20b_lora

Code: https://github.com/Al4Finance-Foundation/FinGPT/blob/master/fingpt/FinGPT_Benchmark/train_lora.py

Model Name Base-Model FPB FiQA TFNS NWGI
InternLM-20b-1gpu_8epochs_Ir2e4_bs8 fp16 |internim-20b 0.878 0.892 0.904 0.646
FinGPT v3.3 llama2-13b 0.882 0.874 0.903 0.643
FinGPT v3.2 llama2-7b 0.850 0.860 0.894 0.636
FinGPT v3.1 chatglm2-6b 0.855 0.850 0.875 0.642

Run summary: .
eval/loss 0.00395 We used a newly release model InternLM-20B to fine-

eval/runtime 428.8234 . . .
eval/samples_per second 35.807 tune the sentiment analysis task and achieved SOTA
eval/steps per second 4.477
train/epoch 7.99 Run history:
train/global_step 7672 evai)ﬁbﬁﬁ;: E
train/learning rate 0.0 eval/samples_per second

train/loss 0.0021 eval/steps_per_second

train/total flos 5.522384844073468e+18 N /;{gég{eggg;
train/train_loss 0.05217 train/learning rate
train/train runtime 49268.0316 train/loss
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https://huggingface.co/datasets/FinGPT/fingpt-sentiment-train
https://huggingface.co/FinGPT/fingpt-sentiment_internlm-20b_lora
https://github.com/AI4Finance-Foundation/FinGPT/blob/master/fingpt/FinGPT_Benchmark/train_lora.py

FinGPT-Benchmark: Multi-Task Tuning

Financial Sentiment Analysis
Instruction: What is the sentiment of this news? Please choose an answer from {negative/neutral/positive}.
Input: Glaxo's ViiV Healthcare Signs China Manufacturing Deal With Desano

Answer: positive

Financial Relation Extraction
Instruction: Given phrases that describe the relationship between two words/phrases as options, extract the word/ph
rase pair and the corresponding lexical relationship between them from the input text. The output format should be "

relationl: word1, word2; relation2: word3, word4". Options: product/material produced, manufacturer, distributed b

y, industry, position held, original broadcaster, owned by, founded by, distribution format, headquarters location, sto
ck exchange, currency, parent organization, chief executive officer, director/manager, owner of, operator, member o

f, employer, chairperson, platform, subsidiary, legal form, publisher, developer, brand, business division, location of
formation, creator.

Input: Wednesday, July 8, 2015 10:30AM IST (5:00AM GMT) Rimini Street Comment on Oracle Litigation Las V

egas, United States Rimini Street, Inc., the leading independent provider of enterprise software support for SAP AG’
s (NYSE:SAP) Business Suite and BusinessObjects software and Oracle Corporation’s (NYSE:ORCL) Siebel , Peop
leSoft , JD Edwards , E-Business Suite , Oracle Database , Hyperion and Oracle Retail software, today issued a state
ment on the Oracle litigation.

Answer: product_or_material_produced: PeopleSoft, software; parent_organization: Siebel, Oracle Corpora
tion; industry: Oracle Corporation, software; product_or_material_produced: Oracle Corporation, software;
product_or_material_produced: Oracle Corporation, software

= Financial Headline Classification
Instruction: Does the news headline talk about price in the past? Please choose an answer from {Yes/No}.
Input: april gold down 20 cents to settle at $1,116.10/0z
Answer: Yes

Financial Named Entity Recognition
Instruction: Please extract entities and their types from the input sentence, entity types should be chosen from {pers
on/organization/location}.

Input: Subject to the terms and conditions of this Agreement , Bank agrees to lend to Borrower , from time to time p|
rior to the Commitment Termination Date , equipment advances ( each an " Equipment Advance " and collectively t
he " Equipment Advances ").

Answer: Bank is an organization, Borrower is a person.

12| FinGPT: Open-Source Financial Large Language Models

Challenges: Task Interference & Hallucination
Task reformulation: We implement a strategy of
task reformulation, we reform the instructions
of all tasks into classification format
Instruction: [prompt] Input: [input] Answer:
[output]

Instruction: [prompt] Options: [options]

Input: [input] Answer: [output]
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FinGPT-Benchmark: Multi-Task Tuning

Phase Dataset | Llama2 | Falcon | MPT | BLOOM | ChatGLM2 | Qwen ’ Task | Phase ’ Llama2 ‘ Falcon | MPT | BLOOM | ChatGLM2 ‘ Qwen ’
FPB 0.863 | 0.846 | 0.872 0.810 0.850 0.854 Task-Specific 0.637 | 0619 | 0.615 0.729 0.645 0.679
FiQA | 0.871 | 0.840 | 0.863 0.771 0.864 0.867 NER Multi-Task 0.6787 | 0.600, | 0.6821 | 0.709] 0.629) | 0.666)
Task-Specific | TENS | 0.896 | 0.893 | 0.907 | 0.840 0.859 0.883 Performance Gain | +4.1% | -19% | +6.7% | -2.0% -1.6% -1.3%
NWGI | 0.649 | 0636 | 0.640 | 0573 0.619 0.638 Task-Specific 0942 | 0940 | 0938 0.930 0.942 0.936
Avg 0.820 | 0.804 | 0.821 | 0.748 0.798 0.811 HC Multi-Task 0.938) | 0932) | 0928, | 0.898] 0.932] | 0.922]
FPB | 0.861] | 0.845] | 0.870] | 0.766) 0.836, | 0.8731 Performance Gain | -0.4% | -08% | -10% | -32% -1.0% -1.4%
FiQA | 0.825] | 0.8811 | 0.863- | 0.737] 0.822) 0.8701 Task-Specific 0395 | 0428 | 0.309 0.425 0.340 0.371
Multi-Task | TENS | 0.890] | 0.880] | 0.892) | 0.789| 0.858) 0.8901 RE Multi-Task 0.6741 | 05761 | 0.6671 | 0.6971 0.5571 | 0.6401
NWGI | 0.6521 | 0.6471 | 0.6511 | 0.530) 0.618, | 0.6531 Performance Gain | +27.2% | +14.8% | +35.8% | +27.2% | +21.7% | 26.9%
Avg 0.807 | 0.813 | 0.819 | 0.701 0.784 0.822 . ] , 4 . ]
Peformne Gan | -1.3% | 407% | 02% | 7% | -Lan | ean | e ST R D S T e e

Table 3: Sentiment Analysis Instruction Tuning Results: The table reports detailed F1-scores for base multi-task models for comparison. Arrows (1) signify performance gains from multi-task settings,
models tuned during task-specific and multi-task phases on each sentiment analysis dataset. Arrows calculated in each task’s last row.

(1)) denote the influence of multi-task settings on Instruction Tuning results, with performance gains

calculated between phases based on average F1 scores across all datasets.

For Multi-Task job:

* Some models that perform exceptionally well in single-

For Single-Task job:

* No single model dominates across all tasks.

* The effectiveness of models varies depending on the task jobs may not excel in multi-task job scenarios.

specific task. * The performance of models can be different in multi-

task settings compared to single-task settings.
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FinGPT-Benchmark: Zero-shot Results

* FinGPT showcases an advanced level of fine-tuning in financial sentiment analysis, leveraging
llama2-7b as base models
« The benchmarks reveal a striking performance advantage, both in terms of prediction scores

and efficiency in training time and cost

Metrics Accuracy F1 Training Cost Comparasion Between LLMs
BloombergGPT - 0.51 LLMs |BloombergGPT | ChatGLM2 Llama2 Instruct-FinGPT
ChatGPT 4.0 0.64 0.51 Devices| 512 xA100 64 x A100 | 2048 x A100 8 x A100
ChatGLM2-6B 0.47 0.40 Time 53 days 2.5 days 21 days 2 hours
Llama-78B 0.60 0.40 Cost | $2.67 million | $14,976 |3$4.23 million $65.6
Ours (Instruct-FinGPT) 0.76 0.74 $4.1 per GPU per hour

» Zero-shot evaluation between BloombergGPT, general-purpose LLMs ChatGPT, ChatGLM2-

6B, Llama-7B, and our model on the dataset of financial phaseBank (FPB)
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FinGPT-RAG: Retrieval Augmented Generation Framework

Current limitation: most financial news lack of adequate context information

Our Solution: use instruction tuning + retrieval augmented generation (RAG) to fill up contexts
Contributions: Integrate external knowledge retrieval to enhances information depth and context. Utilizing speci
instruction tuning processes, the LLMs respond more accurately to financial sentiment analysis tasks, achieving

performance improvements of 15% to 48% in accuracy and F1 scores

Retrieval-Augmented Generation (RAG) Prompt Construction Instruction Tuning
¥ Prompt with Query
. . Supervised Sentiment
—> Multi-Source Knowledge Querying Analysis Dataset
R . Retrieved Context
- _ .
Similarity-based Retrieval (With Full Context) I
- - Instructing Following Data
Financial Knowledge Sources l LLMs Call Construction
News Source .
(Bloomberg, Reuters, Yahoo Finance, etc) Inference Training <
N Research Publication Platforms l .
(Goldman Sachs Marquee, Citi Velocity, Seeking Alpha) Output Base Model Selection
(Llama2-7B, ChatGLM2-
Answer: 6B, etc)
Social Media Platforms (Positive | Negative |

(Twitter, Reddit, etc) Neutral)
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FinGPT-RAG: Retrieval Augmented Generation Framework

Format Instruction-following Dataset

Sentence Label Prompt Response
Consumer credit Human: Determine the sentiment of the financial news as nega
$18.9BN, Exp. $16BN, Last 2 - - tive, neutral or positive: Consumer credit $18.9BN, Exp. Positive
$9.6BN. (Formatting ) $16BN, Last $9.6BN. Assistant:
Estee Lauder Q2 adj. EPS P . Human: Classify the tone of the financial news as
$2.11; FactSet consensus 1 Te:lm::tes positive, neutral, or negative: Estee Lauder Q2 adj. EPS Neutral
$1.90. P $2.11; FactSet consensus $1.90. Assistant:
The situation of coated Human: Analyze the sentiment of the financial news as neutral,
magazine printing paper 0 positive, or negative: The situation of coated Negative

will continue to be weak. magazine printing paper will continue to be weak. Assistant:

Training Objective

_i alogP(thwl, wa, .. .,W[_l;e)

T
£CausalLM == 10g P(thwl, W2, .oy W1, 9) VB-Z:CausalLM =
00

t=1 t=1
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Examples and Results using RAG Framework for FinLLMs

. Metrics Acc F1
Instruction | v tral ChatGPT 4.0 w/o RAG 0.788  0.652
tuned LLM ChatGPT 40 w/ RAG  0.813 0.708
Ours w/o RAG 0.863 0.811

“SENR - Ours w/ RAG 0.881 0.842
Energizer shakes Table 2. Experimental results on the Twitter Val dataset.
off JPMorgan’s
bear call.”

"$ENR - Energizer shakes off JPMorgan’s
bear call.
The management discussed their ......,
and having a portfolio that fits consumer
Multi source needs across the value spectrum. Instruction
. —>
retrieval JPMorgan's price target of $51 on tuned LLM
Energizeris based on ...... The average
sell-side PT on Energizer is $56.17.
Shares of Energizer are up 0.46%
premarket to $50.44."

N Research ocia
Publication Media

— Positive
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FinGPT-Forecaster: The Future of Robo-Advisory Services

FinGPT-Forecaster

FinGPT-Forecaster takes random market news and optional basic financials related to the specified company from the past few weeks as input and responds with the company's positive developments and potential concerns. Then it gives out a prediction of

stock price movement for the coming week and its analysis summary.

This model is finetuned on Llama2-7b-chat-hf with LoRA on the past year's DOW30 market data. Inference in this demo uses fp16 and welcomes any ticker symbol. Company profile & Market news & Basic financials & Stock prices are retrieved using yfinance &
finnhub. This is just a demo showing what this model is capable of. Results inferred from randomly chosen news can be strongly biased. For more detailed and customized implementation, refer to our FinGPT project: https://github.com/Al4Finance-

Foundation/FinGPT

Disclaimer: Nothing herein is financial advice, and NOT a recommendation to trade real money. Please use common sense and always first consult a professional before trading or investing.

Ticker Information
AAPL
Response
Date
2023-11-08
n_weeks 3

Use Latest Basic Financials

Clear Submit

Al4Finance
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Kweichow Moutai 600519

Forecaster for Kweichow Moutai on 2024-01-28

[FRR & R ]

1. STMF AN ERRFFEE Lk, RATHXF EHT K

FREEMEK . (News)

2. AFHIFE A, WEKF G E i Hr20248 8K 5 E

XAES, RAARIGELERERUARE, I BR4%

%u%%@%%ﬁ,ﬁﬁﬁi%,iﬂ%%*%%ﬁ
o (News)

3. FERE NS R K RIAE T19.80%, RHAL

AIMZERNRYLF, BAEREMERIGES - (Basic Finan-

cials)

4. F G TSN R AR ) LR AR R, REAAFR

BeRshtEREr, AT ARG 15 1E S - (Basic Fi-

nancials)

t=gaizkyn g

1. FERE”AEEAD T17.98%, FR2AF R 6

ESRAK, FTRES XA 6] I FIBE ST 7= £ R - (Basic

Financials)

2. ARIAREFBEHEIMA AT RS E T RERH M, WE

AR TERSER BRI R RAIRS, FIREEXET

R« (News)

3. FEMWER LK, AIRESSBHSMENMHE, 7T

BES M E| AR AT - (Stock Price)

AT 1:

TG EkE: _E#ko-1% N

BEEAHT: BARTIMFE G RIB AR ER, EAFMNE

EROLREF, B SN K EEF T19.80%, &

NARIET T RMES T EARENERIES - R

BB G HIMSERFFSE LK, REATIGFF & 77 REFEY

£, ATRESFT AR IR = TR - R, AR

B, k3G R F 2024 2R GEENED), KH

AFIELEREPMUA R, FIRESHRRKIL BN -

i, Bt e RN E T — R E5K0-1% -

FinGPT-Forecaster: The Future of Robo-Advisory Services

NVDA
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Forecaster for NVDA on 2024-01-29

[Positive Developments]:

1. NVDA's stock price has been steadily increasing over the
past weeks, suggesting a strong investor sentiment. (Stock
Price)

2. The company’s CEO, Jensen Huang, has expressed
optimism about the future of AI and Nvidia’s role in it, which
could boost investor confidence. (News)

3. The company has received attention from Zacks.com users,
indicating a strong performance in the market. (News)

4. The company has a strong balance sheet with a healthy
gross margin and a high EV. (Basic Financials)

[Potential Concerns]:

1. The company’s long-term debt-to-total asset and debt-to-
total capital ratios are relatively high, indicating a potential
risk of financial instability. (Basic Financials)

2. The company’s high PE ratio and high net debt-to-total
equity ratio suggest high valuation and potential financial risk.
(Basic Financials)

3. The company’s quick ratio is relatively low, indicating a
potential liquidity risk. (Basic Financials)

[Prediction & Analysis]:

Prediction: Up by 0-1%

Analysis: Despite some potential concerns, the positive devel-
opments for NVDA are significant. The company’s strong bal-
ance sheet and increasing stock price suggest a strong investor
sentiment. The optimistic outlook from the CEO and the at-
tention from Zacks.com users also suggest a positive future
outlook. However, the high long-term debt-to-total asset and
debt-to-total capital ratios are a cause for concern. These high
ratios could potentially increase the company’s financial risk
and affect its liquidity.

Al4Finance




FinGPT-Forecaster: The Future of Robo-Advisory Services

FinGPT-Forecaster is an LLMs model that synthesizes recent market news and relevant financial ratios of a
given company to provide a dual output — a rundown of the company'’s latest positive strides and potential

concerns, as well as a forecast of the stock price movements for the upcoming week, complete with an

analytic summary.

Developed with a fine-tuned Llama-2-7b-chat-hf with LoRA, leveraging the latest year's market data from
the DOW 30, FinGPT-Forecaster not only brings precision to predictions for these blue chips but also

demonstrates remarkable generalization capabilities across various stock symbols.

FinGPT-Forecaster stands as a testament to the promise and potential of Al in finance, a junior robo-
advisor that combines ease of deployment with strategic foresight, marking a significant milestone on our

path to the future of automated financial advisory.
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FiInGPT-Forecaster;: How to Use?

FinGPT-Forecaster is hosted on Hugging Face Spaces, allowing anyone with internet access to use it without
any cost. It's the embodiment of open-source philosophy — shared, improved, and used by a community of

developers and financial analysts alike.

Inputting Data

To start your forecasting journey, you simply need to:

1.Select Your Ticker Symbol: Enter the ticker symbol for the company you are interested in, such as ‘AAPL’ for
Apple Inc. or ‘'MSFT' for Microsoft.

2.Set Your Date: Choose the specific day (formatted as yyyy-mm-dd) from which you want the prediction to
commence.

3.Determine the News Timeframe: Decide on the number of past weeks for which you'd like to gather market
news. This helps the model to understand recent trends and sentiments.

4.Incorporate Financials: Opt-in to add the latest basic financials for a more informed prediction, if desired.

https://hugqgingface.co/spaces/FinGPT/FinGPT-Forecaster

https://hugqgingface.co/FinGPT/fingpt-forecaster_dow30_llama2-7b_lora
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https://huggingface.co/spaces/FinGPT/FinGPT-Forecaster
https://huggingface.co/FinGPT/fingpt-forecaster_dow30_llama2-7b_lora

FinGPT Project 2023 Academic Achievements

October 2023
» FinGPT: Instruction Tuning Benchmark for Open-Source Large Language Models in Financial Datasets;
Instruction Workshop @ NeurlPS 2023; https://arxiv.org/abs/2310.04793

» FinGPT: Democratizing Internet-scale Data for Financial Large Language Models; Instruction Workshop @
NeurlPS 2023; https://arxiv.org/abs/2307.10485

September 2023
« Enhancing Financial Sentiment Analysis via Retrieval Augmented Large Language Models; ICAIF 2023,;
https://arxiv.org/abs/2310.04027

July 2023
» Instruct-FinGPT: Financial Sentiment Analysis by Instruction Tuning of General-Purpose Large Language
Models; FinLLM 2023@IJCAI 2023; https://arxiv.org/abs/2306.12659

« FinGPT: Open-Source Financial Large Language Models; FinLLM 2023@IJCAI 2023;
https://arxiv.org/abs/2306.06031
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https://arxiv.org/abs/2307.10485
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Al4Finance 2024 FinRobot Initiative

FinRobot: An Open-Source Al Agent Platform for Financial Applications using LLM

FinRobot
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Conclusion

The models and data pipeline are open-sourced on huggingface :
Model: https://huggingface.co/FinGPT
Data Pipeline: https://qgithub.com/Al4Finance-Foundation/FinNLP

FinGPT Github Repo: https://qgithub.com/Al4Finance-Foundation/FinGPT, 10.1k stars
Tutorials for Beginners: [Training] Beginner's Guide to FinGPT: Training with LoRA and
ChatGLM2-6B One Notebook, $10 GPU

Education Channel: https://byfintech.medium.com/

e https://medium.datadriveninvestor.com/introducing-fingpt-forecaster-the-future-of-robo-
advisory-services-50add34e3d3c

* https://medium.datadriveninvestor.com/fingpt-powering-the-future-of-finance-with-20-
cutting-edge-applications-7c4d082ad3d8

* https://medium.datadriveninvestor.com/fingpt-ii-cracking-the-financial-sentiment-analysis-
task-using-instruction-tuning-of-3333bce428c4

Discord Group: https://discord.gg/trsr8SXpW5
LinkedIn Group: https://www.linkedin.com/groups/14297568/ FI N G PT
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