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Why Open-Source FinGPT?
Data Perspective:

Ø Witnessing a shifting trend towards democratizing Internet-scale financial data

Ø Promoting quality of financial data in a collaborative way, crucial for accurate modelling

Ø Sharing the understandings of financial data, crucial for events

Model Perspective:

Ø Directly applying general-purpose LLMs to finance may lead to sub-optimal or even 

contradictory results. 

Ø Example: A layoff, negative to the public, may result in market going up (positive to 

investors)

Wall Street cannot open-source LLMs nor open APIs, due to FinTech institutes' internal 

regulations and policies.
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Financial Innovation through AI and Open-Source Collaboration
Our mission emphasizes the promotion of standardized practices and the development of open-

source resources, benefiting both the research community and industry professionals.

Short-term Goal:

Ø We aim to foster their adoption across the open-source finance ecosystem, provide ongoing 

maintenance and bug fixes for mature environments, and integrate more key open-source 

projects into our portfolio, elevating them to our standards of maturity.

Long-term Goal:

Ø Offer enhanced standardization tools for professionals engaged in applied financial tasks. This 

includes developing resources akin to a standardized API for financial environments, as well as 

broadening our suite of open-source tools beyond the foundational layers.
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Lowering the Cost of Training Domain-Specific LLMs

Cost Estimation for GPT-3 Training & BloombergGPT

• GPT-3 (175B) Estimated Cost: According to 

OneFlow, training GPT-3 once costs approximately 

$1.398 million. 

• BloombergGPT (50B) Estimated Cost: 512 GPUs for 

53 days, 24 hours a day = 651,264 GPU hours. With 

$4.1 per hour for an A100 GPU, the total cost is 

approximately $2,670,182.40.

Scaling Down: Training a 17.5B Domain-Specific Model

• Between $140k - $890k based on the above 

estimated only for the GPU cost per training

• At least one million dollar cost to train a domain-

specific LLM (GPU + Data + Manpower)
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Cost-Effective Strategies: Training smaller models can 

significantly reduce costs while maintaining efficacy.

For FinGPT: We use LoRA + open-source LLMs

• Example: Llama2-14B + LoRA cost about $65.6 (One 

A100 16 hours)

• Lower cost: $1,000,000 -> $65.6 



Challenges of Handling Financial Data
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High Temporal Sensitivity:

Ø Financial data are characterized by their time-sensitive nature

Ø Market-moving news provides a narrow window for investors to capture alpha signal 

High Dynamism:

Ø Constant state of flux due to deluging of news, social media updates, etc.

Ø Retraining LLMs frequently is expensive and impractical

Low Signal-to-Noise Ratio (SNR):

Ø Financial data often contain a significant amount of irrelevant or noisy data

Ø Extracting valuable insights is labor-intensive



Key Features of FinGPT

Which data to train? Democratizing Internet-scale 

Financial Data & Data-centric design of data curation 

pipeline

How to train? Instruction Tuning Paradigm & Retrieval 

Augmented Generation (RAG)

How to train efficiently? Low-rank Adaptation (LoRA, 

QLoRA).
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FinGPT Framework

An End-to-End Framework

• Applications layer: Showcasing practical applications 

and demos, this layer highlights the potential capability 

of FinGPT in the finance sector

• Tasks Layer: the fundamental tasks tasks serve as the 

benchmarks for performance evaluations and cross-

comparisons in the realm of FinLLMs. 

• LLMs Layer: On the LLMs layer, FinGPT focuses on a 

range of fine-tuning methodologies, this layer takes care 

of the highly dynamic nature of financial data, ensuring 

the model’s relevance and accuracy

• Data Engineering & Data Source Layer: tackles the 

inherent challenges of high temporal sensitivity and low 

signal-to-noise ratio in financial data
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FinGPT-FinNLP: Data-Centric Design of Data Curation Pipeline
Challenges: Diverse Data Sources, Data Quality Issues, High Time-Validity

Our Solution: Data Curation Pipeline

Contributions: An open-source and data-centric framework, automating the collection and curation of real-time 

financial data from the Internet, with 34 financial data sources and the corresponding code.
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FinGPT-FinNLP: Data-Centric Design of Data Curation Pipeline
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FinGPT-Benchmark: Instruction Tuning Paradigm for Financial Data
Current limitation: Focused on Single-Task Instruction Tuning

Our Solution: Expanding Instruction Tuning Paradigm on Task-Specific, Multi-Task, and Zero-Shot Tuning

Contributions: An Instruction Tuning paradigm, specifically tailored for open-source Large Language Models 

(LLMs) in the financial sector. Promotion of openness and reproducibility.
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FinGPT-Benchmark: Single-Task Tuning
Data: https://huggingface.co/datasets/FinGPT/fingpt-sentiment-train

Model: https://huggingface.co/FinGPT/fingpt-sentiment_internlm-20b_lora

Code: https://github.com/AI4Finance-Foundation/FinGPT/blob/master/fingpt/FinGPT_Benchmark/train_lora.py

We used a newly release model InternLM-20B to fine-

tune the sentiment analysis task and achieved SOTA

11| FinGPT: Open-Source Financial Large Language Models

https://huggingface.co/datasets/FinGPT/fingpt-sentiment-train
https://huggingface.co/FinGPT/fingpt-sentiment_internlm-20b_lora
https://github.com/AI4Finance-Foundation/FinGPT/blob/master/fingpt/FinGPT_Benchmark/train_lora.py


FinGPT-Benchmark: Multi-Task Tuning
Challenges: Task Interference & Hallucination

Task reformulation: We implement a strategy of 

task reformulation, we reform the instructions 

of all tasks into classification format

Instruction: [prompt] Input: [input] Answer: 
[output]

Instruction: [prompt] Options: [options] 
Input: [input] Answer: [output]
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FinGPT-Benchmark: Multi-Task Tuning

For Single-Task job:

• No single model dominates across all tasks.

• The effectiveness of models varies depending on the 

specific task.

For Multi-Task job:

• Some models that perform exceptionally well in single-

task jobs may not excel in multi-task job scenarios. 

• The performance of models can be different in multi-

task settings compared to single-task settings.
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FinGPT-Benchmark: Zero-shot Results
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• FinGPT showcases an advanced level of fine-tuning in financial sentiment analysis, leveraging 

llama2-7b as base models

• The benchmarks reveal a striking performance advantage, both in terms of prediction scores 

and efficiency in training time and cost

• Zero-shot evaluation between BloombergGPT, general-purpose LLMs ChatGPT, ChatGLM2-

6B, Llama-7B, and our model on the dataset of financial phaseBank (FPB)



FinGPT-RAG: Retrieval Augmented Generation Framework
Current limitation: most financial news lack of adequate context information

Our Solution: use instruction tuning + retrieval augmented generation (RAG) to fill up contexts

Contributions: Integrate external knowledge retrieval to enhances information depth and context. Utilizing specific 

instruction tuning processes, the LLMs respond more accurately to financial sentiment analysis tasks, achieving 

performance improvements of 15% to 48% in accuracy and F1 scores 
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FinGPT-RAG: Retrieval Augmented Generation Framework

Format Instruction-following Dataset

Training Objective

16| FinGPT: Open-Source Financial Large Language Models



Examples and Results using RAG Framework for FinLLMs
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"$ENR - Energizer shakes off JPMorgan’s 
bear call.
The management discussed their ......, 
and having a portfolio that fits consumer 
needs across the value spectrum. 
JPMorgan’s price target of $51 on 
Energizer is based on ...... The average 
sell-side PT on Energizer is $56.17. 
Shares of Energizer are up 0.46% 
premarket to $50.44." 

“$ENR -
Energizer shakes 
off JPMorgan’s 
bear call." 

Instruction 
tuned LLM Neutral

Instruction 
tuned LLM

Multi source 
retrieval

News 
Source

Research 
Publication

Social 
Media

Positive



FinGPT-Forecaster: The Future of Robo-Advisory Services
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FinGPT-Forecaster: The Future of Robo-Advisory Services
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FinGPT-Forecaster: The Future of Robo-Advisory Services
FinGPT-Forecaster is an LLMs model that synthesizes recent market news and relevant financial ratios of a 

given company to provide a dual output — a rundown of the company’s latest positive strides and potential 

concerns, as well as a forecast of the stock price movements for the upcoming week, complete with an 

analytic summary. 

Developed with a fine-tuned Llama-2–7b-chat-hf with LoRA, leveraging the latest year’s market data from 

the DOW 30, FinGPT-Forecaster not only brings precision to predictions for these blue chips but also 

demonstrates remarkable generalization capabilities across various stock symbols. 

FinGPT-Forecaster stands as a testament to the promise and potential of AI in finance, a junior robo-

advisor that combines ease of deployment with strategic foresight, marking a significant milestone on our 

path to the future of automated financial advisory.
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FinGPT-Forecaster: How to Use?
FinGPT-Forecaster is hosted on Hugging Face Spaces, allowing anyone with internet access to use it without 

any cost. It’s the embodiment of open-source philosophy — shared, improved, and used by a community of 

developers and financial analysts alike.

Inputting Data
To start your forecasting journey, you simply need to:
1.Select Your Ticker Symbol: Enter the ticker symbol for the company you are interested in, such as ‘AAPL’ for 
Apple Inc. or ‘MSFT’ for Microsoft.
2.Set Your Date: Choose the specific day (formatted as yyyy-mm-dd) from which you want the prediction to 
commence.
3.Determine the News Timeframe: Decide on the number of past weeks for which you’d like to gather market 
news. This helps the model to understand recent trends and sentiments.
4.Incorporate Financials: Opt-in to add the latest basic financials for a more informed prediction, if desired.

https://huggingface.co/spaces/FinGPT/FinGPT-Forecaster

https://huggingface.co/FinGPT/fingpt-forecaster_dow30_llama2-7b_lora
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FinGPT Project 2023 Academic Achievements
October 2023
• FinGPT: Instruction Tuning Benchmark for Open-Source Large Language Models in Financial Datasets; 

Instruction Workshop @ NeurIPS 2023; https://arxiv.org/abs/2310.04793

• FinGPT: Democratizing Internet-scale Data for Financial Large Language Models; Instruction Workshop @ 
NeurIPS 2023; https://arxiv.org/abs/2307.10485

September 2023
• Enhancing Financial Sentiment Analysis via Retrieval Augmented Large Language Models; ICAIF 2023; 

https://arxiv.org/abs/2310.04027

July 2023
• Instruct-FinGPT: Financial Sentiment Analysis by Instruction Tuning of General-Purpose Large Language 

Models; FinLLM 2023@IJCAI 2023; https://arxiv.org/abs/2306.12659

• FinGPT: Open-Source Financial Large Language Models; FinLLM 2023@IJCAI 2023; 
https://arxiv.org/abs/2306.06031
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AI4Finance 2024 FinRobot Initiative

FinRobot: An Open-Source AI Agent Platform for Financial Applications using LLM
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Conclusion
The models and data pipeline are open-sourced on huggingface :
Model: https://huggingface.co/FinGPT
Data Pipeline: https://github.com/AI4Finance-Foundation/FinNLP

FinGPT Github Repo: https://github.com/AI4Finance-Foundation/FinGPT, 10.1k stars
Tutorials for Beginners: [Training] Beginner’s Guide to FinGPT: Training with LoRA and 
ChatGLM2–6B One Notebook, $10 GPU

Education Channel: https://byfintech.medium.com/
• https://medium.datadriveninvestor.com/introducing-fingpt-forecaster-the-future-of-robo-

advisory-services-50add34e3d3c
• https://medium.datadriveninvestor.com/fingpt-powering-the-future-of-finance-with-20-

cutting-edge-applications-7c4d082ad3d8
• https://medium.datadriveninvestor.com/fingpt-ii-cracking-the-financial-sentiment-analysis-

task-using-instruction-tuning-of-3333bce428c4

Discord Group: https://discord.gg/trsr8SXpW5
LinkedIn Group: https://www.linkedin.com/groups/14297568/
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